On August 6, 2012, NASA completed one of the most technologically advanced missions in the agency's history. After a decade of work and input from hundreds of employees, NASA successfully landed a robotic rover named Curiosity on the planet Mars. Curiosity travelled over 350 million miles and landed almost flawlessly. NASA anticipated a global audience for this historic event and prepared a YouTube channel to exhibit video taken from this mission. Just one hour after Curiosity landed on Mars, while popping champagne and exchanging high-fives, NASA engineers posted a thirteen-minute video of the extraordinary landing on their YouTube channel. Ten minutes later the video was inaccessible. Anyone who tried to access the video encountered this message: “This video contains content from Scripps Local News, who has blocked it on copyright grounds.” This video was created by NASA and was posted on NASA’s official YouTube channel, yet was ultimately removed by a private news service. This video did not contain any copyright-infringing material; the removal was simply a mistake. Nor was this the first time such a mistake happened. Just four months earlier, NASA posted a video on YouTube of the Space Shuttle Discovery being transported to the Kennedy Space Center that was also inadvertently removed. In fact, a NASA official stated that videos on NASA’s YouTube channel are mistakenly removed about once per month.

Yet why would someone make such an obvious error and mistake footage of Mars’ terrain for copyright infringement? The answer is no one did. No person claimed that this video infringed on a copyright. Rather, an automated process designed to find and eliminate copyright infringement generated a request to YouTube to remove this material, mistaking it for genuine piracy. In turn, YouTube's own automated process responded to this request and removed the material quickly. The video was posted, identified, and removed in less than ten minutes.

This process was part of a routine application of the procedure prescribed in the Digital Millennium Copyright Act (“DMCA”). At the close of the twentieth century, Congress passed the DMCA in an attempt to protect copyright-protected material from Internet piracy while still allowing the growth of creative expression on the Internet. By providing “safe harbors” for websites that may host third-party content and meet the law's prescribed conditions, the DMCA has allowed for the exponential growth of websites such as Google, YouTube, Facebook, and Amazon without the threat of constant copyright-related litigation. By following the procedures required under the DMCA, a website is able to respond to copyright infringement requests quickly, easily, and with confidence that it will not face litigation.
Today, application of the DMCA has grown as quickly as the websites it is designed to protect. Although it is impossible to know the number of DMCA requests that are generated each day, the few corporations that publish the number of DMCA requests they review provide staggering numbers. By the close of 2013, Google was receiving twenty-five million DMCA takedown requests per month. For many Internet-based businesses like Google that receive a flood of DMCA takedown requests daily, the Herculean task of responding to all of these requests has become overwhelming.

For these businesses the only viable solution is automation. For large companies like Microsoft, the task of managing DMCA requests for their vast array of copyrights has been entrusted to outside firms which use an automated process to efficiently generate DMCA takedown requests for their clients. Degban, for example, is a company that specializes in helping other companies combat piracy of their copyrighted material using “innovative intelligent technology.” The sheer number of DMCA requests companies like Degban generate leave little doubt that automation is involved in this process. Degban alone has generated DMCA requests to remove over one hundred-twenty million URL’s from Google since March 2011.

Other websites that host third-party material use an in-house automated process to remove potentially infringing material. YouTube, a website which allows third parties to upload and watch videos, employs an automated system called Content ID for detecting and removing potentially infringing material. If a user uploads a video that matches a database of copyright-protected videos managed by Content ID, the user's video may be removed by the copyright holder in a matter of minutes. While a user can fight a wrongful takedown, this process can take up to a month.

These structures provide a glimpse into a future in which copyright-protected material is monitored exclusively by automated systems. In the future, it is possible that automated systems, rather than judicious people, will be both generating and responding to requests to remove information. This could mean that the information available through the Internet may not be limited by any human creativity, but rather, by automated processes designed to protect copyright-protected material. Computers, rather than people, would determine the future composition of the Internet.

Internet-based businesses that must scour all the content they host and separate copyright-infringing material from legitimate speech face several questions that this article seeks to address. First, is automation an effective solution to this problem? More specifically, are computer programs capable of accurately detecting when copyright-protected material is being pirated on the Internet while still protecting non-infringing material? Second, if automation is not capable of effectively identifying copyright infringement, what should these businesses do to protect both copyrighted material and non-infringing material? With the number of takedown requests to remove material under the DMCA constantly growing, Internet-based businesses need a realistic way to respond to these requests quickly and easily. If an automated process is capable of detecting and removing copyright-protected material, then this process is capable of saving thousands of hours of work and preventing hundreds of lawsuits. However, if an automated process cannot accurately detect genuine piracy, then non-infringing speech may be suppressed. For businesses that seek to protect non-infringing material, yet want to avoid any possible liability, there is a strong demand for any solution that can solve these twin goals. This Note seeks to provide a solution that satisfies these seemingly contradictory goals.

Part I of this Note provides an overview of the Digital Millennium Copyright Act including the purpose of its creation. It explores what the text of the DMCA requires of copyright holders and third parties hosting copyright-protected information. Part II examines how the DMCA is being applied today. More specifically, it examines how application of the DMCA has increasingly required the use of an automated process in order for large Internet-based companies to comply with the requirements of the DMCA. Part III explores the legal implications of employing an automated process for filing and responding to DMCA requests. This Note argues that a totally automated process for detecting and removing copyright-protected material from the Internet...
does not adequately protect original works that do not violate any copyrights because such use is considered “fair use.” Because fully-automated systems cannot totally distinguish piracy from fair use, relying solely on automated systems will result in the removal of non-infringing material and may even lead to legal liabilities under the DMCA. Finally, Part IV suggests that the solution to this quagmire lies in “crowdsourcing” the task. Crowdsourcing refers to allowing a broad online community of users to complete a task, and in this case, it is a viable solution to separating copyright-protected material from piracy. By asking the users themselves to identify the nature of hosted content, a business shifts the task of separating the wheat from the chaff away from an automated process to millions of discerning people. While an automated process can be used to eliminate blatant copyright violations efficiently, human input is still required in ambiguous cases. Crowdsourcing would thus allow businesses to collect input from many citizens as to whether the material is fair use. Ultimately, crowdsourcing offers a solution that is affordable, efficient, and accurate. Under this model, Internet-based businesses would be able to comply with requests to remove protected information in accordance with the DMCA and do so with increased confidence that they are not removing non-infringing material.

I. Understanding the Digital Millennium Copyright Act

At the close of the twentieth century the World Wide Web was still in its infancy and legislators sought to protect this fledgling industry from piracy and aid in its growth. The DMCA was passed in 1998 with the purpose of promoting “the robust development and world-wide expansion of electronic commerce, communications, research, development, and education in the digital age.” With this law, the legislature hoped to bring United States copyright law “squarely into the digital age” and offer greater protections to copyright holders who host their material over the Internet. Furthermore, the DMCA sought to increase Internet access to “the movies, music, software, and literary works that are the fruit of American creative genius.” Ultimately, the DMCA strove to strike a delicate balance between fighting piracy quickly and effectively, while refraining from trampling on fair use copyright-protected material.

A. The Requirements of the DMCA

The DMCA outlines specific step-by-step procedures that must be followed by copyright holders and websites that host copyrighted material anytime infringing material is found. If these steps are followed correctly, copyright holders can be confident that piracy will be removed quickly while third parties that hosted that material can be equally confident they will not face litigation. In addition, the law provides unique legal protections to Internet service providers (“ISPs”) by extending them “safe harbors” if they follow specific steps when hosting third-party content. The statute defined an ISP as “an entity offering the transmission, routing, or providing of connections for digital online communications, between or among points specified by a user, of material of the user’s choosing, without modification to the content of the material as sent or received.” If an ISP falls under the statute's safe harbor provision, the ISP will not be liable for hosting pirated material on its website.

Needless to say, this creates a strong incentive for all ISPs to be certain they are legally protected by the DMCA’s safe harbor protections. In order to qualify for safe harbor protection the ISP must have no actual knowledge or awareness of facts or circumstances that would make it apparent that the material on its system or network is infringing on copyright-protected material. Once the ISP becomes aware that it is hosting infringing material, it must act “expeditiously” to remove access to the material. In addition to always following these procedures, the ISP cannot receive a direct “financial benefit” from the infringing material, must maintain a designated agent who may be contacted by copyright holders in the event of infringement, and must have a policy for terminating repeat offenders.
Today, virtually all ISPs that host any third-party material must make sure they comply with these DMCA safe harbor provisions in order to insulate themselves from liability.\textsuperscript{56} In fact, “[e]very internet company in the United States that deals with content of third-party users-companies such as Amazon, AOL, CNN, eBay, Facebook, Google, MySpace, YouTube, and numerous startups aspiring to become just as successful-must adopt and implement a DMCA policy to fall within the safe harbors.”\textsuperscript{57} Failing to do so may even be considered a breach of corporate duty.\textsuperscript{58}

**B. Notice and Takedown Procedures**

The DMCA envisioned that most ISPs would be protected from lawsuits for hosting copyright-protected material through the law’s safe harbor provisions.\textsuperscript{59} By protecting ISPs, however, the law placed the burden on copyright holders to find cases of infringement.\textsuperscript{60} To compensate for this burden shifting, the DMCA provides a specific procedure that, if successfully followed by the copyright holder, will result in the expeditious elimination of pirated material.\textsuperscript{61}

First, when a copyright holder finds his or her material is being pirated, the copyright holder must file a notice with the ISP hosting the material and begin the “notice and takedown procedure.”\textsuperscript{62} As long as this notice conforms to the standards required by the statute, the ISP must act “expeditiously” to remove or block access to the infringing material as soon as the notice is received.\textsuperscript{63} The ISP must then provide the party that posted the contested material with a notice stating that it has been taken down.\textsuperscript{64} If the party that had his or her material taken down believes this was an error and the material does not violate any copyrights, the party can file a counter notification.\textsuperscript{65} After a counter notification is filed, the originator of the first DMCA takedown notice is then informed that a counter notification has been filed, and the material will be restored in ten to fourteen business days unless the originator seeks a court order to restrain the posting of the material.\textsuperscript{66} If, on the other hand, a counter notification is never filed, the material may be permanently removed.\textsuperscript{67}

These procedures were created in order to streamline the identification and removal of pirated material with little fanfare and rare litigation.\textsuperscript{68} They create a simple recipe that will almost certainly result in the removal of the material.\textsuperscript{69} DMCA takedown requests can be filed in a matter of minutes.\textsuperscript{70} One website, \*638 Regainyourname.com, will even draft a DMCA takedown request for its users.\textsuperscript{71} The only information needed is your name, address, email, a link to the infringing URLs, the name of your business, and the search terms used to find the website, and you can send your own DMCA request in seconds.\textsuperscript{72} Such a simple procedure for filing a DMCA takedown request has produced an unintended side effect.\textsuperscript{73} By promoting the rapid generation of takedown requests, and requiring an expeditious response to these requests, the DMCA has essentially promoted an environment that favors speed over accuracy.\textsuperscript{74} ISPs are incentivized to respond to these requests without examining their validity.\textsuperscript{75} By emphasizing speed of removal, the DMCA has made automation of DMCA takedown request nearly inevitable.\textsuperscript{76}

**II. DMCA Takedown Requests Generated Through Automation**

The limitations of this carefully prescribed process can only be fully understood through a thorough examination of how the DMCA takedown procedures are being applied today. Microsoft is a powerful example. Microsoft holds thousands of copyrights and has the daunting task of ensuring that no one violates any of their copyrights on the Internet.\textsuperscript{77} Rather than expend valuable resources on this interminable task, Microsoft hired an outside firm to identify piracy and generate DMCA takedown requests.\textsuperscript{78} In order to find every case of possible infringement, this company employed an automated process that used keyword searches to find possibly infringing material, and then generated requests based on the likelihood that the search returned pirated material.\textsuperscript{79} This \*639 process had little human oversight and was prone to error.\textsuperscript{80} In fact, in 2013, Google received a request from
Microsoft to takedown portions of their own website, Microsoft.com, claiming they infringed on their own copyrights. While this approach certainly has errors, it is through this automated process that Microsoft was able to generate DMCA takedown requests to remove over ten million URLs from Google in 2012 alone.

Microsoft is not the only corporation generating ridiculous DMCA takedown requests. In April 2012, Warner Brothers was releasing the hopeful blockbuster movie Wrath of the Titans, yet they thwarted their own attempts at creating publicity about the film by generating DMCA takedown requests that would remove valuable information about the film. Warner Brothers inadvertently asked Google to remove links to the Internet Movie Database listing of Wrath of the Titans, links to the official trailer on Apple and Hulu, a review of the movie posted on BBC America, and even a listing that helped people who wanted to watch the movie find theaters near them where it was going to be playing. The Recording Industry of America (“RIAA”) also shot itself in the foot when it filed a takedown request to remove publicity about one of its own recording artists, Lady Antebellum. Not only did the RIAA request that The Guardian remove a review of a Lady Antebellum album, but also demanded that Google remove a link to reviews of Lady Antebellum songs hosted by AOL’s music site.

In response to many copyright holders’ blitz of DMCA requests, ISPs have started implementing automated programs that preemptively remove content the program detects as infringing before even receiving a DMCA request. YouTube’s “Content ID” scans all videos that are uploaded to its site and looks for any matches with a reference database of copyright-protected material that copyright owners have provided. If Content ID detects a match, the copyright holder is notified and given the opportunity to remove the material. Every day, Content ID scans 400 years of video, and so far has detected infringement in over 200 million videos. This system works quickly, efficiently, and has greatly diminished the amount of pirated content available on YouTube, but it remains an automated system with known flaws. In the fall of 2012, YouTube was live-streaming the Democratic National Convention and just before Michelle Obama began her speech, the video was blocked because in the background a copyright-protected song was playing. This song was played throughout the campaign, and the Democratic National Convention almost certainly had rights to play this song, but the video was blocked nonetheless. A similar mistake was made when YouTube was live streaming the Hugo Awards. The entire stream was blocked right before screenwriter Neil Gaiman accepted an award for his work on an episode of Dr. Who because the ceremony played a clip of the episode. Content ID is simply unable to distinguish when an individual may have legal rights to use copyright-protected material.

These automated programs used for detecting copyright infringement have their demonstrable flaws, but at the rate DMCA requests have been growing, automation may seem like the only way ISPs could possibly keep up. In the month of August 2013 alone, Google received DMCA requests to remove over twenty million URLs. By the close of 2013, Google was on track to receive requests to remove more than 235 million links, which is more than quadruple the amount it received just one year earlier. In fact, Google is deleting links to “pirated” material at a rate of nine links per second. If Google hired lawyers to personally review all of the requests it received during the week of September 9, 2013, and each of these lawyers worked without breaks eight hours a day, spending only thirty seconds reviewing each URL removal request, Google would still need to hire over 700 lawyers devoted solely to reviewing these requests. The growth of the DMCA notice and takedown procedures through automation has become so rampant that for many businesses, automation has become a necessity before the legal ramifications can be thoroughly considered.

While automated programs are very effective at detecting wholesale copyright infringement, the greatest stumbling block for these programs is when material is protected by the fair use doctrine. At its core, the fair use doctrine allows individuals to legally use material that would otherwise be copyright-protected material. As the United States Supreme Court stated, “anyone . . . who makes a fair use of the work is not an infringer of the copyright with respect to such use.” Under a case-
by-case analysis, courts use four factors to determine whether an individual who used copyright-protected material is not liable because the use was considered a fair use. These factors are:

(1) the purpose and character of the use, including whether such use is of a commercial nature or is for nonprofit educational purposes; (2) the nature of the copyrighted work; (3) the amount and substantiality of the portion used in relation to the copyrighted work as a whole; and 4) the effect of the use upon the potential market for or value of the copyrighted work.

If the fair use doctrine applies, an individual can use copyright-protected material without permission and remain immune from litigation. It is this doctrine that allows movie reviewers to show clips of films, musicians to parody popular songs, and teachers to show television shows to their students without ever obtaining permission from the copyright holder.

Because the fair use doctrine allows for the authorized use of copyright-protected material, experience has shown that Content ID, and other automated programs simply do not adequately account for fair use. For example, in 2009 Jonathan McIntosh remixed scenes from the popular Twilight movies with clips from Buffy the Vampire Slayer in his video Buffy v. Edward: Twilight Remixed in order to critique the misogynistic portrayals of females in the Twilight films. This was such a clear case of fair use that the United States Copyright Office cited it in their own report as an example of “transformative noncommercial” work and an exemplar of fair use. Nonetheless, the video was removed from YouTube after Lionsgate Films bought Summit Entertainment and asked that the video be removed.

Fair use regarding political speech presents even more worrisome problems. In order to promote his 2008 presidential campaign, John McCain created a YouTube channel to post his political ads and spread publicity. Just weeks before the election, several of John McCain’s videos were removed, citing copyright infringement. These videos did contain copyrighted materials but clearly fell under the fair use exception because they were part of a political campaign. After YouTube was notified of this, the McCain campaign was still forced to wait more than a week for the videos to be restored while losing critical time at the absolute height of the election season. As Wendy Seltzer, a staff attorney with the Electronic Frontier Foundation and Fellow with Harvard’s Berkman Center for Internet and Society stated, “if there was ever a clear case of non-infringing fair use-speech protected by the First Amendment-this should have been it: a political candidate, seeking to engage in public multimedia debate, used video snippets from the television programs on which the issues were discussed.” Despite the obvious fair use application, YouTube's automated system removed the material.

Examples like these illustrate that the stakes regarding DMCA takedown requests are high. ISPs that host third party material do not want to become havens of pirated material, but they also want to protect their users who may want to upload their own artistic expressions. Automation can be a powerful tool for fighting piracy, but a tool that should be employed with caution. Experience has shown that automation, when not given proper oversight, will trample on legitimate fair use of content. This Note seeks to provide legal guidance to businesses that would like to generate and respond to DMCA takedown requests quickly and efficiently, yet still protect fair use.

III. Legal Analysis

Automated generation and response to DMCA requests seems inevitable, but before a company chooses to pursue this route it must first consider the legal liabilities that may accompany automation. Can an automated process designed to scour the Internet looking for piracy accurately identify cases of genuine copyright infringement? If not, what are the legal consequences for businesses that use an automated process with known flaws?
Employing an automated process for detecting illegal activity is a growing trend in the United States and has proven to be a valuable resource in fighting illegal activities. Many cities throughout the country employ “red-light cameras” which use cameras, magnetic fields, and a small computer to detect when someone runs a red light. In fact, many of these programs can collect the date, time of the infraction, the location, the speed of the car as it ran the red light, and the license plate number of the vehicle. This allows tickets to be sent to the drivers without any police intervention whatsoever. Automation can also be used for more complex violations. In July 2013, the Securities and Exchange Commission announced they would be using an automated process to scour corporate filings looking for signs of accounting fraud. This program is called “Robocop” and the SEC plans to expand its capabilities.

However, not all aspects of the law lend themselves to automation. Some legal concepts are not defined clearly enough to allow computer programs to adequately detect when a violation occurs. For example, it would likely be impossible to create a computer program to scour the Internet looking for “hard-core pornography” because there is no bright-line test for determining which depictions of sexual acts are art and which are hard-core pornography. Justice Stewart's candid statement that he cannot precisely define hard-core pornography, “[b]ut I know it when I see it,” simply cannot be converted to an algorithm for an automated process. Without a bright-line test, an automated process has no rule it can apply to determine when there are violations of that rule.

These examples provide two ends of a continuum in which copyright infringement can be compared. Is piracy like running a red light; an act that can be easily detected through automation? Or is piracy more like identifying pornography; something that cannot be simplified to a test and is subject to significant variation? Experience has shown that the answer is both.

In many ways, piracy is like running a red light, and automated processes can easily combat this type of piracy. Companies like Audible Magic successfully employ an automated process to fight piracy when a website hosts links to complete files of copyright-protected music. Audible Magic relies on automated content recognition, which automatically scans copyright-protected reference materials to create a “digital fingerprint” for that audio file. This technology essentially records how the file would sound to the human ear, and then uses this reference file to detect matches that vary in “file formats, codecs, bitrates, and compression techniques.” Using this automated process, Audible Magic is able to accurately find pirated audio clips in seconds. Without question, Audible Magic's automated system, and others like it, have helped fight piracy. Discounting the value of these automated programs because of several high-profile blunders would be a mistake because there are many occasions in which piracy is unambiguous. When a movie or song is copied in its entirety, an automated process is a valuable tool.

However, not all cases of piracy involve unadulterated copying of source material. When copyrighted material is used as a part of a larger artistic expression, the use is less like running a red light and more like distinguishing pornography from art. In these situations there are few clear rules, and automation is less accurate.

Fair use is the best example of where automation consistently fails. Fair use is difficult to clearly define, and the Second Circuit has declared, “the issue of fair use . . . is the most troublesome in the whole law of copyright.” The four factors a court will use when deciding whether a use is fair are frequently described as subjective and difficult to apply uniformly. The United States Supreme Court has recognized that, while the factors have been clearly stated, the task of identifying fair use “is not to be simplified with bright-line rules, for the statute, like the doctrine it recognizes, calls for case-by-case analysis.” The Seventh Circuit has gone so far to explicitly state that the factors in the fair use doctrine “do not constitute an algorithm that enables decisions to be ground out mechanically.”
In a study of the fair use doctrine, Georgetown Law Professor Dan L. Burk and University of Minnesota Professor of Law, Julie E. Cohen, concluded that a fully-automated process will never be able to fully account for fair use, stating, “[i]n reality, an algorithm-based approach to fair use is unlikely to accommodate even the shadow of fair use as formulated in current copyright law.” They deduced that creating a program that attempted to account for fair use would “require both a bewildering degree of complexity and an impossible level of prescience.” They further concluded that even if such a program was devised, it would quickly become prone to error because “fair use is a dynamic, equitable doctrine designed to respond to changing conditions of use.”

Fair use is too fluid and amorphous to ever be truly captured by a computer program. It requires an analysis of subjective factors, such as whether the use was “transformative.” Therefore, businesses that seek to fight piracy must acknowledge that implementation of a fully-automated process would likely catch blatant cases of copyright infringement but would also likely trample on cases of fair use.

A. Liability for Filing False DMCA Takedown Requests Under Section 512(f)

If a business implements an automated system that does not adequately account for fair use, what legal liabilities may be incurred? The DMCA includes section 512(f), which states that any party who “knowingly materially misrepresents” in the DMCA takedown request is “liable for any damages, including costs and attorneys’ fees incurred by the alleged infringer.” Thus, copyright-holders may be liable if they file DMCA takedown requests when they know the particular use does not violate any of their rights as a copyright holder. The material misrepresentation standard has been interpreted to “not impose liability for issuing a defective notice per se, only for making false claims of infringement.” Sending an incomplete takedown notice, or submitting one that does not properly identify the infringing material does not reach the standard of misrepresentation required by section 512(f). Additionally, plaintiffs must establish that they suffered material harm from a misrepresented DMCA takedown request. In fact, the District Court of Maryland willingly conceded that a copyright holder may have knowingly misrepresented his rights on a DMCA takedown request, but after the plaintiff could not prove any damages, the claim was dismissed.

Despite the widespread use of DMCA takedown requests, litigation under section 512(f) for false requests rarely occurs. There have been only a handful of published cases in which a section 512(f) claim is at issue-out of the hundreds of millions of URLS that have been removed due to DMCA requests. While addressing the issue of liability under section 512(f), the District Court of Maryland concluded, “There is not a great deal of case law interpreting this provision . . . .” Because liability under section 512(f) has been rarely litigated, the legal standards for section 512(f) are still being established. The following analysis is intended to provide a brief overview of what kind of liability a business may incur if it employs an automated system for generating DMCA takedown requests.

1. Knowledge Requirement for Section 512(f) Liability.-Although section 512(f) is intended to punish parties who “knowingly” misrepresent their rights in a DMCA takedown request, courts are still settling what kind of knowledge is required for liability under section 512(f). Does this law require actual knowledge by copyright holders that the particular use does not violate their rights, or does it just require that they reasonably should have known that the use does not violate their copyright?

The Northern District of California addressed this issue when two young men sued Diebold Incorporated claiming violation of section 512(f) after Diebold sought to remove a posting of several internal company emails, which these men posted online. The court stated that Diebold actually knew, or “should have known if it acted with reasonable care or diligence” that this material did not infringe on any copyrights. Under this standard of constructive knowledge, Diebold was found liable under
This case established a clear precedent that a copyright holder may be liable for misrepresentation without actual knowledge that their DMCA takedown request asked for the removal of non-infringing material. Rather than require actual knowledge for liability, the court could find liability if the party sending the request “should have known” that such a request was an error.

Shortly after this decision was made, the Ninth Circuit disregarded this standard when it found the Motion Picture Association of America (“MPAA”) not liable for a section 512(f) suit after they filed a DMCA takedown against a website that claimed to host downloads of full-length pirated movies; however, the website did not actually host any such pirated material. The Ninth Circuit held that section 512(f) requires actual knowledge of misrepresentation, stating that “[a] copyright owner cannot be liable simply because an unknowing mistake is made, even if the copyright owner acted unreasonably in making the mistake . . . . Rather, there must be a demonstration of some actual knowledge of misrepresentation on the part of the copyright owner.” The court held that the MPAA had a subjective, good faith belief that there was infringement and was therefore not liable under section 512(f).

Several subsequent cases outside the Ninth Circuit applied this subjective, good faith belief standard that requires actual knowledge of misrepresentation. In Dudnikov v. MGA Entertainment, Inc., a husband and wife claimed MGA violated section 512(f) after MGA terminated their eBay listing claiming copyright infringement. The United States District Court for the District of Colorado relied on the Rossi precedent and held that the plaintiffs' claim required “substantial evidence that MGA knowingly and materially misrepresented” the purported infringement by the plaintiffs. The court ultimately held that MGA was not liable under section 512(f). Again, in Third Education Group, Inc. v. Phelps, a federal district court in Wisconsin was asked to consider the standard that should be applied after a partnership dissolved and one partner copied extensively from the material of the former partnership's website. Citing Rossi, the court held a party cannot be found liable for misrepresentation under the DMCA “because of an unknowing mistake, even if that mistake [is] objectively unreasonable.” In Cabell v. Zimmerman, the United States District Court for the Southern District of New York also required actual knowledge after a man filed a section 512(f) claim after the Actor's Equity Association removed his video from YouTube through a DMCA takedown request. The court stated that a prerequisite for section 512(f) liability is that “a defendant must have actual knowledge that it is making a misrepresentation of fact.” Although few courts have had a chance to decide whether section 512(f) requires actual knowledge, the Ninth Circuit seems to have set the standard. Future courts will likely follow suit and require actual knowledge.

These cases have only addressed occasions in which a person sends a DMCA request. Under those circumstances it is likely that the party filing a DMCA takedown request will be liable only if the request is sent with actual knowledge that the information is not infringing. In Ouellette v. Viacom International, Inc., the United States District Court for the District of Montana specifically addressed how the “actual knowledge” requirement under section 512(f) applies when a copyright holder employs an automated system for generating takedown requests. In Ouellette, a young woman filed a section 512(f) claim against Viacom for removing a video she posted on YouTube, claiming Viacom misrepresented itself in its DMCA takedown request. The court stated that the plaintiff's pleading under Rossi required a demonstration that Viacom actually knew that the plaintiff's videos were fair use but nevertheless issued the takedown notice. The plaintiff, however, argued that Viacom used “scanning software” that has a history of abusing the takedown process. While this court did not object to the finding that Viacom's scanning software may have been prone to error, the judge concluded that under Rossi the plaintiff was still “required to plead facts that Viacom knew that its ‘scanning software’ was flagging her non-infringing videos and that Viacom issued a takedown notice nonetheless.”
For now, it appears that Rossi is setting the standard that is likely to be applied to the “knowledge” requirement under section 512(f). While it is yet to be settled by many courts, the majority of courts that have addressed the issue of knowledge under section 512(f) have required actual subjective knowledge of wrongdoing. By setting the standard for “knowledge” under section 512(f) so high, courts have essentially incentivized copyright holders not to gain any knowledge about the DMCA request being generated. This approach raises its own liability issues.

2. Liability for Failing to Account for Fair Use Through Automation.—Since liability under section 512(f) requires actual subjective knowledge, businesses may be tempted to avoid accounting for fair use at all, in order to remain ignorant of any abuses that may occur. Can a corporation be found liable under section 512(f) after employing an automated program that simply does not take into account fair use at all? This question has become a corollary issue to the actual knowledge requirement in several court cases. More specifically, several plaintiffs have argued that the sender of a DMCA takedown request has avoided gaining actual knowledge of misrepresentation by simply never attempting to analyze takedown requests for fair use at all.

The few courts that have addressed this murky question have provided very few clear rules. In Lenz v. Universal Music Corp., a woman brought section 512(f) claims against Universal Music Corporation after the company filed a DMCA takedown request with YouTube to remove a twenty-nine second video she posted of her son dancing to a song by Prince without Universal first considering whether this was fair use. When Universal moved to dismiss the case, the Northern District of California court denied the motion saying that a good faith DMCA takedown request requires that “the owner must evaluate whether the material makes fair use of the copyright.” The court’s language left little doubt that a party must verify whether a use of copyright-protected material was in fact fair use before the copyright holder issues a DMCA takedown request. Yet five years after the first iteration made in Lenz, the court substantially retreated from this position, stating “mere failure to consider fair use would be insufficient to give rise to liability under [section] 512(f).” Rather, the court returned to Rossi and held that Universal would need “actual knowledge” that the takedown contained a misrepresentation. Several months after the Lenz opinion was issued, the District Court of Massachusetts also supported the standard of not requiring copyright holders to account for fair use before filing a DMCA takedown request. The court held that a copyright holder did not have to consider fair use before filing a DMCA request because doing so would be “at odds with Congress’s express intent of creating an ‘expeditious,’ ‘rapid response’ to ‘potential infringement’ on the Internet.” The court conceded that not requiring an examination of fair use may hurt a party’s ability to make fair use of another’s property, but retorted that “resetting the balance is for Congress and not the court to strike.” Ultimately, the court concluded that it was not necessary to account for fair use before sending a DMCA takedown request.

The most instructive case on the issue of willful blindness of fair use, especially in the context of automation, was made by the United States District Court for the Southern District of Florida in September 2013. In Disney Enterprises, Inc. v. Hotfile Corp., Warner Brothers (“Warner”) sent Hotfile, an offshore file storage company, over 400,000 DMCA takedown requests. Warner admitted that at least 600 of these takedown requests were in error. As a result, Hotfile filed a counterclaim against Warner under section 512(f).

In its counterclaim, Hotfile argued that Warner employed an automated process for generating DMCA takedown requests that “prevented it from acquiring subjective knowledge” of misleading DMCA takedown requests. The process Warner used to generate these DMCA requests is similar to the approach used by many businesses discussed throughout this Note. First, Warner hired a third-party to manage “anti-piracy enforcement,” and that entity used an “automated review process.” Warner also hired employees to verify takedown requests, but these employees only verified that the site was used for Internet piracy and that the link contained content that infringed Warner’s copyright. The court pointed out that during the human review stage, “Warner was concerned with determining whether it owned the works rather than whether the use of the works infringed on
its copyrights to support a proper section 512(c) claim.” The system Warner used seemed to rely heavily on an automated search process in which humans tailored the search terms and conducted “spot checks” on the requests that were generated.

It is this largely automated system that led to at least 600 DMCA takedown requests sent in error. In fact, the court acknowledged that “Warner readily admits that mistakes do occur.” Warner's employees never downloaded or even reviewed “any Hotfile content before marking it for removal.” Hotfile cited an occasion in which Warner sent a DMCA takedown request on behalf of content to which it did not even own the copyrights. Hotfile cited more examples demonstrating that Warner's anti-piracy procedures were prone to error, but most of these examples were redacted out of the published opinion. Although Warner's procedure had known flaws that were “readily” admitted, Warner repeatedly asserted that “its methodology and system features are common in its industry.” This assertion is likely true; thus the court's analysis provides valuable insight as to the standard that will be applied to other large *652 businesses that use automation in generating DMCA takedown requests.

In its decision regarding Hotfile’s section 512(f) claim, the court concluded that the claim should survive summary judgment and be presented to the jury. The court addressed the issue of using automation to avoid actual knowledge of wrongdoing stating, “Warner's reliance on technology to accomplish the task might prevent it from forming any belief at all.” The court went on to acknowledge that this issue would be one of first impression, stating that the court was “unaware of any decision to date that actually addressed the need for human review, and the statute does not specify how belief of infringement may be formed or what knowledge may be chargeable to the notifying entity.” The court, however, did not make a definitive ruling about whether this violates the nature of section 512(f), stating what while the issues of willful blindness through automation and the liability that this process creates are “engaging questions,” there was sufficient evidence that Warner “intentionally targeted files it knew it had no right to remove.” Despite not making a definitive ruling on the issue of willful blindness through automation, the court's analysis demonstrates that a business cannot expect a de facto pardon from the requirement of actual knowledge if it instead chooses to implement an automated process with known flaws. On the contrary, this court's decision demonstrates that a court will look into a DMCA takedown review process and may ultimately leave the determination of section 512(f) liability for a jury.

**B. Avoiding Liability Under Section 512(f)**

These cases provide a legal framework for businesses seeking a policy for handling DMCA takedowns that offers the least liability. First, any procedure used to respond to DMCA takedown requests must respond to the requests quickly in order for that party to remain within the safe harbor provisions of the DMCA. For this reason, automation, as least to some degree, seems to be required. Through automation, copyright owners do not have to personally scour the internet in an endless game of “Whac-A-Mole” searching for instances of piracy. Automation also provides ISPs the ability to respond to these requests quickly in order to keep up with the onslaught of requests that many ISPs face on a regular basis. Under the first requirement, automation seems like an ideal solution.

In addition, the ideal procedure would attempt to account for fair use. A procedure that ignored possible occasions of fair use through automation would stray into dangerous and uncharted legal territories. An autonomous procedure that avoids fair use considerations would likely be heavily scrutinized by the court, and may ultimately be left for the jury to decide whether there will be liability under section 512(f). Under this secondary consideration, automation would likely lead to increased litigation and possibly increased liability under section 512(f) and is thus, not an ideal solution.

These parameters define the precarious legal tightrope that all DMCA procedures must walk. Rely on automation too heavily, and fair use is likely to be trampled and liability under section 512(f) increases. Avoid automation altogether, and response time
significantly decreases and the business could allow piracy to continue unabated or may even find itself outside of safe harbor protections and liable for hosting pirated material. Leaning too far one way or the other always increases liability. The ideal solution balances these competing needs in a solution that utilizes automation, but also protects fair use.

IV. Finding a Solution Through Crowdsourcing

“Crowdsourcing” is defined as “the practice of obtaining needed services, ideas, or content by soliciting contributions from a large group of people and especially from the online community rather than from traditional employees or suppliers.” Large ISPs that receive thousands of DMCA requests, yet hire employees or utilize computer programs to filter out copyright-protected material, are ignoring their greatest asset-users that created the content. Every minute users are uploading over 100 hours of content to YouTube. These videos are then viewed at a rate of over six billion hours per month. Furthermore, many viewers not only watch these videos, but also provide feedback on the video. More than half of all the videos on YouTube are either rated or commented upon by the users.

These are billions of users that could be utilized to shoulder the enormous task of separating piracy and fair use. Rather than employing a small cadre of employees hopelessly looking for piracy, or utilizing a fully automated system that will certainly flag non-infringing material, an ISP can ask its own users to solve this problem. Why have one person watching millions of videos for piracy when you can have millions of people watching one video? By placing the burden of identifying the material on the users, ISPs are able to make the task far more manageable.

A. How Would Crowdsourcing Work?

First, ISPs would devise programs like YouTube’s Content ID that would separate clearly infringing works from works that present less clear cases of piracy. This Note recommends following the Electronic Frontier Foundation’s three strike policy for filtering the material initially. The Electronic Frontier Foundation (“EFF”) is a nonprofit legal organization that advocates for free speech, especially in areas of expanding technology. The EFF advocates for a policy in which material would be removed when more than ninety percent of that material matches the audio track and video track of copyright-protected material. If material is automatically filtered out, human creators should be given the opportunity to dispute this finding. This system would eliminate the instances of clearly infringing material, the red-light-running material, quickly and easily.

Using this fully automated system, user-generated content could be separated into three categories: (1) material with no violations detected; (2) material with many violations detected; and (3) material with some violations detected. Under this scheme, material that does not contain any copyrighted material would be hosted without any interference. Other material that contains many violations and is blatant piracy will be removed automatically following the procedure advocated for by the EFF. It is only the third category of material, content that contains some copyright-protected material, but is less than a ninety-percent match of audio and video, that would receive further consideration.

Content that falls under the third category would be hosted and accessible, but would have a survey at the end of the material that asks for user feedback as to whether the material is fair use or a copyright infringement. For example, after the first fifty viewers of an online video watch it, the segment of the screen that was devoted to the video could then be replaced with a survey that notifies the user that it must be completed if the video is going to remain accessible. If the content is a printed article, the website could install a pop-up or a survey that becomes available when the user scrolls to the bottom of the article. This survey would take less than fifteen seconds to complete and would only be required of the first fifty consumers of the content. This option would be kept available for future consumers, but may not be as prominent. Once a website has the data from at least fifty, or even one thousand users, the party hosting the content could better determine whether something is fair use without using any additional resources.
B. Using Empirical Data to Predict Fair Use?

Theoretically, the fair use doctrine is complex. The doctrine has few bright-line rules and is hard to precisely define. Empirical studies of the fair use doctrine, however, have revealed a completely different picture of fair use. These studies have detected consistent trends and patterns in the application of fair use. Using empirical evidence, the fair use doctrine can be not only understood, but also predicted. ISPs do not need to determine whether the material should be considered fair use, rather, they only need to determine whether a judge is likely to consider the material fair use. This is a matter of simple probabilities.

Professor Barton Beebe, in An Empirical Study of U.S. Copyright Fair Use Opinions, 1978-2005, studied every published opinion that considered fair use from 1978-2005 and found that judges regularly fall into patterns with their decisions and follow predictable trends when deciding fair use cases. 223 Building on his work, Pamela Samuelson concluded, after her own empirical study of the data, that “copyright fair use case law is more coherent and more predictable than many commentators seem to believe. Fair use cases tend to fall into common patterns . . . .” 224 Lastly, Matthew Sag’s empirical study of fair use, the most recent study available, agreed with this conclusion, saying, “[i]s fair use predictable? The evidence presented here . . . makes it difficult to sustain the common charge of incoherence and unpredictability.” 225 Using human-provided information as well as data collected in these empirical studies, a computer program should be able to reliably predict the likelihood that something will be considered fair use within certain percentages. Using these percentages, the ISP can then decide whether to remove the material or keep it accessible.

The key to unlocking the puzzle of fair use is asking the human users to identify the character of the material through carefully crafted questions. First, the user would be asked to identify the purpose of the material. The user would be asked to “check all that apply” and would be provided with the following categories: “commercial purpose, criticizing the original creator, parody, biography, history, social/political criticism, use in court case, or a purpose not listed here.” 226 These categories, except commercial use, were chosen because Neil Weinstock Netanel found that all of these categories “were held to be fair use to a statistically significant degree” in his review of the empirical studies regarding fair use. 227 In other words, if the purpose of the material was identified to be one of these categories, there is a strong likelihood it would be considered fair use. These categories also exclude uses of copyright-protected material that have traditionally been considered fair use such as satire and news reporting, but have not generated statistically significant results for fair use. 228

This is an essential step because it asks a human user to do something a computer program cannot. While an automated program may be able to tell when a video matches a reference file, that program cannot detect the purpose of this reproduction, and fair use allows for reproduction, depending on the purpose. Accurately determining the purpose behind a video is impossible for a computer program, but it is very easy for humans to determine. Using these categories, a computer program can then generate the likelihood that the use is fair use.

For example, Samuelson has found that, despite the United States Supreme Court’s insistence in Campbell v. Acuff-Rose Music Inc. that parodies are not always fair use and must be considered on a case-by-case basis, 229 every time this issue has been adjudicated since Campbell every court has found parody to be fair use. 230 This computer program would therefore, create a strong correlation between cases in which many users identified the material to be a parody and the likelihood that the use was fair use. Using copyrighted material for commercial purposes, on the other hand, has been found to have a negative correlation with fair use. Beebe found that if a defendant has made a non-transformative commercial use of copyrighted material, that defendant only has a 35.5% chance of winning under the fair use defense. 231 Using this human-provided data, a program can then create probabilities to calculate the likelihood, to a precise percentage, that something is fair use.

This data can then be corroborated by the second stage of the survey. The second stage will ask a yes or no question: “Is this a transformative work that adds something new, with a further purpose or different character, altering the original with
new expression, meaning, or message?” This will be followed by a question that asks, “After viewing this material how likely are you to view the original?” and allows the user to choose between “more likely,” “less likely,” or “no change.” This question corresponds with the fourth factor of the fair use factor test and is highly correlative with a finding of fair use. Professor Beebe found that the outcome of this factor “coincided with the outcome of the overall test in 83.8% of the 297 dispositive opinions.” Sag came to a similar conclusion about the power of finding a transformative use, stating that when a transformative use is present, the chances of finding fair use doubles. In fact, he found that “not knowing anything else about the defendant's use, a plaintiff can expect to win a clear majority of cases where there is no indication of transformative use, but otherwise expect to lose all but 38% of the time.” In his review of the material, Netanel found that this correlation has even increased recently, stating, “I also found a consistently high rate of defendant wins, reaching 100% in 2001-2005 and 2006-2010, in those cases in which the court found that the defendant's use was, in fact, unequivocally transformative.” While identifying the use as “transformative” is simply impossible for a computer program, it can be accomplished quite easily by a human who has just consumed the material. The human user simply has to identify whether the work meets the definition of “transformative” supplied by the United States Supreme Court. If this definition is unclear to many users, an ISP could explain it further based on the many corollary definitions supplied in case law. If the survey finds that many users consistently identify a work as transformative, there is a probability nearing one hundred percent that this work is fair use. This conclusion is further corroborated by the second question, which essentially asks the user to identify the effect this use will have on the market for the original. Determining the harm this use will have on the original is one of the key balancing decisions most judges make in determining fair use. If the second question reveals that users are more likely to view the original after viewing this material, judges are far less likely to find that this use hurts the original and is therefore likely to be fair use.

Completing these questions would require no typing on the part of the human user and could be accomplished with three clicks of the mouse in less than fifteen seconds. However, this critical human input is the essential ingredient for an automated program to truly account for fair use because it is the key step a computer program cannot make. Once a human provides a program with this data, that program is able to calculate based on empirical data the chances that the material represents fair use to a percentage point. An ISP can then choose to remove the material or leave it accessible based on this percentage. ISPs will then be able to actively combat piracy while protecting legitimate use with a high degree of accuracy.

C. Is Crowdsourcing Effective?

Can people really be trusted to honestly identify piracy? Under this approach, it is possible that people who understand the system would intentionally lie in their responses in order to keep the material available. For instance, if someone watched a pirated episode of Seinfeld, they could then identify the source as a parody and increase the chances that it would be deemed fair use. While such actions are always possible, it is possible to mitigate the negative consequence of these actions. First, the automated process will automatically remove clearly infringing material. An episode of Seinfeld that is pirated in its entirety would likely be removed automatically. Second, the computer program could maintain a database that stores the user's username or IP addresses and the feedback they have provided in the past. If a user has consistently identified something as fair use when many others have identified it as piracy, that user's survey results can have a diminished value or perhaps no value at all. On the other hand, users who have consistently identified piracy or fair use with a high degree of accuracy can have their survey results given greater weight than the average user. In this way, the survey results could take into account competency and weigh results accordingly. Lastly, if an ISP finds that some users are skewing the results, the ISP could simply extend the required survey to a greater audience.

The evidence of past crowdsourced projects has proven that crowdsourcing is able to deliver reliable results. Wikipedia, for example, was created with the noble purpose of allowing access to an encyclopedia to anyone with an Internet connection. Today, Wikipedia has had over one billion edits from more than twenty-seven million users. Users can access articles on quantum electrodynamics, Merovingian art and architecture, as well as a listing of all the minor characters to ever appear
in Charles M. Schultz's Peanuts comic strip, complete with biographies. More importantly, as early as 2005 Wikipedia was found to be about as accurate as the Encyclopedia Britannica.

Crowdsourcing has continued to be adopted not only for simple tasks like reviewing restaurants or movies, but also has recently been the source of labor for many complex and vexing problems. Ordinary citizens have become powerful tools through crowdsourcing and are now identifying billions of galaxies, classifying historical documents from the national archives, detecting fraud in tax returns, and even grading students' homework. If enough users provide feedback, crowdsourcing is reliable.

D. Solutions for Copyright Holders

Better screening on the part of ISPs through crowdsourcing only addresses a solution for parties who receive DMCA takedown requests. How can the parties that generate these requests better protect fair use? What should copyright holders like Microsoft, Warner Brothers, and others do to better honor fair use while still expeditiously removing offending material? These companies could still automate their generation of DMCA requests, however, they should allow greater discretion for ISPs that employ their own automated processes through techniques like crowdsourcing to protect fair use. Copyright holders could adjust the automated programs they use in order to allow ISPs that have their own in-house processes for detecting infringements to be excluded from receiving DMCA requests unless there is blatant infringement.

While initially it may appear that allowing these ISPs greater discretion and generating fewer DMCA requests would result in diminished demand for the original product, this is not likely to be the case. First, part of the fair use test considers whether the use diminishes demand for the original. The more users identify a work as making them less likely to view the original, the less likely that work will be protected by the fair use doctrine.

Second, if the material is kept accessible because it has been identified as fair it may actually become an additional source of revenue. In May 2008, Sony music released Chris Brown's single “Forever” and it quickly made it to Billboard’s Top Ten on the “Hot List” of most popular songs. Over a year later, a couple danced to this song during their wedding and posted the video on YouTube. After this video was posted, Sony received notification that a YouTube video matched the audio of the copyright they held for the song and Sony could opt to remove the video. Rather than strictly enforcing their copyright and potentially blocking fair use of their material, Sony chose to allow the video to remain accessible. The video has since gone on to get over eighty-three million views and eighteen months after Chris Brown's song fell off the charts it was launched back to iTune's top ten and began earning Sony additional revenue. This video was then parodied by NBC's hit show The Office in their season finale and once again brought additional attention to the song and additional revenue to Sony. Allowing fair use of copyright-protected material not only prevents a copyright holder from possibly being liable under section 512(f) for filing misleading DMCA takedown requests, but also might help a copyright holder's bottom line. Fair use by its very nature, draws attention back to the original and creates additional streams of revenue at no cost. Employing a system that accounts for fair use and relying on this system creates a win-win scenario that will diminish liability while increasing revenue for copyright holders.

E. Walking the Tightrope

Using crowdsourcing, a business can then meet the criteria outlined earlier for an efficient DMCA filtering process. First, this process is “expeditious” as required by law. It is unclear what the word “expeditiously” legally requires because it has never been litigated in the context of DMCA takedown requests. Many times the material is removed within minutes of getting such a request. Using crowdsourcing will require that this term be interpreted not to measure time, but rather how quickly material
is removed in relation to the rate at which it is consumed. This would be a more accurate and helpful definition. For instance, a video might be posted on a Monday, yet not be watched by anyone until the following Sunday. This would mean waiting a week before anyone provides feedback as to its fair use. Initially, this would not seem expeditious at all. This approach, however, measures what really matters—how many people consume potentially infringing material. If a video is posted, yet no one watches it, no harm could possibly be done. However, if a video is posted and gets over 1,000 views within the first hour, then a crowdsourcing approach would identify that material quickly and would require that it be removed within a matter of minutes if it is genuine piracy. Although no court has yet taken this approach, it is a logical extension of the purpose behind the DMCA.

Second, this process is accurate and incorporates fair use. Using only fifteen seconds of a user’s time, an automated program can substantially increase its level of accuracy. Highly public blunders would be diminished. Users would be more comfortable uploading their creative content. Consumers would be more attracted to the ISP knowing that it is a haven for creative and critical uses of copyrighted material. And both ISPs and copyright holders would have decreased legal liabilities.

**Conclusion**

The landscape of the Internet has changed drastically since 1998. Today the Internet is not only a source of international commerce, but also is a place where families upload their home movies, politicians grow their campaigns, and critics malign incompetence. The World Wide Web has become the world’s largest theater where artists debut their newest creations. Protecting copyrighted material in the modern world has become a daunting task. Copyright holders are forced to constantly comb the ever-changing landscape of the Internet looking for possible infringement. This means every article written, video uploaded, and song played must be reviewed for infringement. This task is being accomplished by automated processes rather than by humans. In addition, many internet-based businesses that host third party content can expect to receive hundreds, if not thousands of DMCA takedown requests every day. Once again this process is being automated in order to simply keep up with the requests.

While the DMCA certainly has its flaws and needs improvement, the larger problem is that the Internet contains billions of pieces of copyright protected material. Some of that material is pirated and some of it is not. How will the pirated material be removed without affecting the non-infringing material? Internet users are constantly writing, filming, editing, recording, or designing new material and making it accessible through the Internet. There must be a system for separating material that is genuine fair use from piracy. Humans cannot do it alone because it would be too time consuming and computers cannot do it alone because it requires a degree of analysis that is exclusively human in nature. If this problem is not addressed soon, it will be left solely to automated processes.

In the early years of the twenty-first century, many Internet-based businesses faced a similar problem as a result of growing automation. Websites that hosted email services, online polls, and blogs were being inundated with computer programs that were designed to act like human users, create accounts, and then generate information with a commercial or sinister purpose. Famously, in November 1999, one website released an online poll asking users which school had the best graduate program in computer science. Several schools created programs that were designed to mimic human users and voted for their school thousands of times. Websites were being flooded by computer programs that were acting as humans. Rather than try to create a computer program that could separate human users from computers without any human input, the solution to this problem was crowdsourcing. Now, whenever performing any mundane function on the internet, such as signing up for email or paying a bill, a human is asked to simply look at a distorted text and type what word they believe it looks like. This process takes several seconds, but it prevents computer programs from acting like humans. By dispersing the task to hundreds of millions of people, the once daunting task of separating computer programs from humans has been made manageable. This was a major problem facing the growth of the Internet, and though the solution was a minor inconvenience to millions of people, it has been effectively solved.
Today, the Internet is facing the daunting problem of distinguishing piracy from fair use. And the solution lies in the millions of people who consume the material on the Internet. Users must once again accept a minor inconvenience that is spread over millions of people in order to ensure that the Internet remains safe for both commerce and artistic expression. Through crowdsourcing, advanced computer programs can successfully discover if material is fair use with a high degree of accuracy based on human input. When millions of people answer several short questions in less than fifteen seconds, an advanced computer system can then take this information and extrapolate the likelihood that it is fair use based on empirical data. Most importantly, the users who are already consuming the material, rather than employees or computer programs, are identifying and categorizing the material.

When fair use is protected through a highly sophisticated and reliable process, ISPs will be less inundated with DMCA requests. Copyright holders will be less likely to be found liable under section 512(f) for filing misleading DMCA takedown requests, and the need to file these requests will be greatly diminished because a more reliable system has been created. Websites that adequately protect fair use will be more likely to receive new creative material from users. These users will be more likely to upload their material to these websites because they know their material will be protected. These websites can increase revenue by becoming havens for artistic expression. Furthermore, copyright holders who allow fair use of their copyright-protected material will more likely receive additional streams of revenue as users take the copyright-protected material and transform it. And most importantly, through crowdsourcing the consumers of the Internet, not computer programs, will determine the composition of the Internet. The future of the Internet would be limited not by the accuracy of our computer programs, but rather by the power of our imagination.
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